CSC 464/564 Homework #6 Instructor: Jeff Ward

Assigned: Thursday, October 11, 2018 Due: 11:59pm, Wednesday, October 24

Covers: Greedy Algorithms Worth 25 points

Problem 1 (Prim’s and Kruskal’s algorithms – 10 points) Suppose we want to the find a minimum spanning tree of the following graph:
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1. Run Prim’s algorithm starting from node A. Fill in the following table showing the intermediate values of the cost array.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | initially | dequeue A | dequeue | dequeue | dequeue | dequeue | dequeue | dequeue |
| A | 0,nil |  |  |  |  |  |  |  |
| B | ∞,nil |  |  |  |  |  |  |  |
| C | ∞,nil |  |  |  |  |  |  |  |
| D | ∞,nil |  |  |  |  |  |  |  |
| E | ∞,nil |  |  |  |  |  |  |  |
| F | ∞,nil |  |  |  |  |  |  |  |
| G | ∞,nil |  |  |  |  |  |  |  |

Draw the resulting minimum spanning tree.

1. Run Kruskal’s algorithm on the same graph. First, show your sorted list of the edges. As the algorithm proceeds, show how the disjoint-sets data structure looks at every intermediate stage (includes both the current rank values and the current parent pointers). Do not perform path compression. The nodes of the trees are given below.

List of edges:

Initially:

Add edge \_\_\_\_\_:

Add edge \_\_\_\_\_:

Add edge \_\_\_\_\_:

Add edge \_\_\_\_\_:

Add edge \_\_\_\_\_:

Add edge \_\_\_\_\_:

2. (Kruskal’s algorithm – 3 points) Suppose that we are running Kruskal’s algorithm on a weighted, undirected graph and that the following directed tree exists in the supporting data structure (assume F has a loop pointing back to F):

Which node is returned by find(I)?

Draw the tree structure that results from performing find(I). Use the version of find that does path compression.

3. (Horn formulas – 6 points)

1. Trace the algorithm from Section 5.3 on the following Horn formula, indicating which variables are set to true in which order:

a ∧ b → d

d ∧ e → g

→ e

e → a

→ b

¬d ∨ ¬g

Algorithm trace:

Is the formula satisfiable?

If it is satisfiable, what is the minimum satisfying assignment?

1. Repeat the above problem for the Horn formula:

a ∧ b → d

d ∧ e → g

→ e

a → e

→ b

¬d ∨ ¬g

Algorithm trace:

Is the formula satisfiable?

If it is satisfiable, what is the minimum satisfying assignment?

4. (Set cover – 6 points)

Consider the following diagram taken from http://en.wikipedia.org/wiki/Set\_cover\_problem:

![SetCoverGreedy](data:image/gif;base64,R0lGODdhygBIAMQAAAAAAJmZmXd3d1VVVe7u7szMzKqqqoiIiHBwcGZmZlhYWP///0REREBAQDg4ODAwMN3d3SgoKLu7uwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACwAAAAAygBIAAAF/uAijmRpnmiqrmzrvnAsz7CUDImg78MgELVbbkcsGo9IXe8XxCWf0Kh0So0ugSWCDosqMCQtLZM284JZYi55zW6fzKXBmZWYp+TuWZ2Fz/v/a3siBwcwDGomhIAxhyqKi5CRLI0LAzEFAiqWki2YmpygoSKeEpkLNk5QD0kKDlWvVKtIrbC1tre4Sj5YCQsHEmkumye/oivDiXbGy2xwlj99LqYnY8wm09eI1tsydZkCjy/YJePcC+Uj6ObrkwjnyNIp6tbz8+z3JgUOCwr2KPX4zskLSFDFgwUNlLUAiI9hwYckIixwoG0BhAMG/g08cTFjno4aQ5oA+RGjH5Ju/lCW2LfPBICXL6ltLAEzZpuaAGSKJIHTTc+bNX0GNcHyBM6c5Gby/Lnm6DWlI5yykdqUKRmqI4q6tCrC4dKhVcGmgyoCKw2zM9DKQKuVZk0IT3dGfQsUJtykcsvSnbo37Mu7fgEAzjrxBAGxY/MuOAzTDWObeHVmQUzjMVI2lh1TLuyggAyv60BDLHhQQYDPZLmJHh1QIgJ/kuPeW82aHYGDAhIMXph6G+3a5gQoOEcAHovfzJADZ1bq26kBu1UoNzZ9eagDA7QIXJwjgOcV1UOFtw6IQKkBhQRiMy/FFRL3ueLDNzI/vv378YuNhR07Mrvx5HHiHGqK+dZbgMlt/hcDgJIwiOAiAy54YIIFPkidgjA4CImGFuYRYYYTLsNhh218KE6IF1ZIooAYnqiiiCiuCGGL8byYYn8yikcjbzaKMmKOM5hYI46qxQikhzseZyQoPx4JIn+yRRnakk6uISSPRBrYY5VsXKnklkxSyWWQSYInZiRNjmkmlP61GdyZap7IJglpulFnnDLNmViW9MCJp5LToDLEE/URUSh+VRyqg6KINuooEld0JVAwWEr5Jph/rgCHc9FU6maRmGa6gjfnhDOkpaDyKaoMDLgjgHFfqgpjqKumoA8/epaZ64Z+1mrCQQkRKOuNqPoqg0QUcWQSn+qoxIazexYLLRnT/tJQ7QzVtvUVZHSmxtVZm632bVqbrVVuDONqOxdl4o6L7rftnvuCWu/K6wJbhW3FrrfuwoBWvI3xZW8L9Pr7rbp62VXsjjhFZ67Cn0qq7191USywxYFFh/Bi4aaWWRsfR7xjyGuQTIbJlW3G0ncg0sqry8aWUNppEsIMyJ21upYrzlb2GvNiuOlW87A++hyzcMTBKp3RSNocc3PnFCABdC/08g/L61hNDdY/u4AdAb1IcBrYAnjHRwpi46P0KTR3vQJ76IlgiXYisAcFArIcgQCjj+qdtxF79y344Dvox50IQoujEAmJB7f4CI27Lc0Zxb1Qyttrh3K5CpVL7sLmOSJM7XAJX7Mg+jalr3C6545kl0V3XMOdXhiwgyL7C2SbzXrd581ugt1FGA4D8IMLj3tzhCefn0IhAAA7)

If we label the dots along the top row as a1,…,a7 and the dots along the bottom row as b1,…b7, then the diagram corresponds to the following set cover problem:

Cover {a1,…,a7, b1,…b7} with the following subsets:

S1 = {a1,…,a7}

S2 = {b1,…,b7}

S3 = {a1,b1}

S4 = {a2,a3,b2,b3}

S5 = {a4,a5,a6,a7,b4,b5,b6,b7}

(a) Recall the following notation: “Let nt be the number of elements still not covered after t iterations of the greedy algorithm (so n0 = n).” Trace the greedy algorithm by listing the successive values of nt and the subset Si chosen at each step. How many subsets does the greedy algorithm choose?

(b) What is the optimal set cover for this problem instance?

(c) Extend the above diagram to one with 24-1 = 15 dots along the top row and 15 dots along the bottom row. Using a similar pattern of subsets, we can have |S1| = |S2| = 15; S3,..,S5 as before; and a new subset S6 added on the far right with |S6| = |16|. The greedy algorithm yields a rather high (that is, poor) approximation factor on this instance. How large is the set cover that is selected by the greedy algorithm, and how large is the optimal set cover?

(d) Now extend this pattern to one with 2n-1 dots along the top row and 2n-1 dots along the bottom row. How large is the set cover that is selected by the greedy algorithm? How large is the optimal set cover?